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ABSTRACT

Receiver design implementations are considered in terms of batch vs. sequential processing strategies. It is shown that the batch processing techniques improve performance characteristics of GNSS signal tracking for a number of application areas. Particularly, flight test results presented demonstrate that batch processing improves the GPS tracking margin by 8 dB as compared to sequential tracking for the deep GPS/INS integration mode that performs code and carrier phase tracking, and data bit recovery.

INTRODUCTION

Since the processing of digitized Global Navigation Satellite System (GNSS) signals has become feasible the number of terms used to describe different processing steps and different processing strategies has been increasing. Example terms include software-defined radio [1], software receiver [2], frequency-domain tracking [3], tracking loops [4], block processing [5], parallel FFT-
based code search [6], parallel FFT-based frequency search [7], high sensitivity receivers [8], ultra-tight integration [9], deep integration [10], massive parallel correlator banks [11]. As the number of processing terms increases, their place in a framework for the GNSS receiver is becoming somewhat obscure. Hence, the first goal of this paper is to show the place of existing GNSS signal processing terms in the receiver design flow. This goal is achieved by representing the receiver design using sequential and batch processing approaches since the existing signal processing terms fit into sequential, batch or a combination of sequential and batch processing strategies. It is important to mention that sequential processing is well recognized while batch processing techniques remain underutilized despite the fact that for a number of practical applications the use of batch processing techniques efficiently overcomes limitations of the sequential processing approach. The second goal of this paper is therefore to demonstrate application areas for which batch processing is more powerful than a sequential approach. Example applications include tracking of signals with a low carrier-to-noise ratio (CNR) required to perform indoor navigation, navigation under foliage, and navigation in interference environments. The deep Global Positioning System (GPS)/Inertial Navigation System (INS) integration is used as a case study for these application examples.

Goals of this paper are thus formulated as follows:

- Show the place of existing processing terms in a framework for the GNSS receiver design.
- Provide new material that demonstrates efficient use of batch processing techniques for practical application areas.

The remainder of the paper is organized as follows. First, a simple filtering example is used to introduce basic concepts of sequential and batch processing. Basic sequential and batch processing concepts are then applied to consider generalized sequential and batch architectures of GNSS signal processing. The main result of this consideration is that the sequential and batch processing approaches have complementary features. Receiver design implementations that utilize combinations of sequential and batch processing techniques are therefore presented next. Finally, deep GPS/INS integration is used as a case study to demonstrate advantages of batch processing over sequential implementations.

INTRODUCTION TO SEQUENTIAL AND BATCH PROCESSING: FILTERING EXAMPLE

This section illustrates basic concepts of sequential and batch processing approaches using a filtering example. The example is formulated as follows: smooth 5 measurements given the measurement model defined by Equation (1):

\[ \tilde{x}_k = a + n_k, k = 1,...,5 \]  \hspace{1cm} (1)

where:

- \( \tilde{x}_k, k = 1,...,5 \) is the measurement;
- \( a = \text{const} \);
- \( n_k, k = 1,...,5 \) is the measurement noise.

Figure 1 illustrates the estimation process of a sequential filter for the filtering example considered.

![Figure 1. Sequential filter estimation process](image)

The sequential filter computes its estimates on a sample by sample basis. An estimate is computed every time a new measurement arrives. Equation (2) is applied for the estimation computation:

\[ \hat{x}_k = (1 - \alpha_k) \cdot \hat{x}_{k-1} + \alpha_k \cdot \tilde{x}_k \]  \hspace{1cm} (2)

where:

- \( \hat{x}_k, k = 1,...,5 \) is the filter estimate;
- \( \alpha_k, k = 1,...,5 \) is the estimation weight function, which is calculated using error minimization criteria such as e.g. the least mean square criterion.

The estimation process of a batch filter is shown in Figure 2.

![Figure 2. Batch filter estimation process](image)

The batch filter waits until all five measurements are available and then performs all the computations at once.
by computing its only estimate based on the batch of five measurements:

\[ \hat{x}_5 = \sum_{k=1}^{5} \alpha_k \cdot \hat{x}_k \]  

(3)

Performance of the sequential and batch filters differs in two main aspects: computational expenses and signal observability. With respect to the computational expenses, the sequential filter requires less memory and needs fewer operations to compute an estimate as compared to the batch filter. On the observability aspect, the batch filter delivers better signal observability. A more detailed comparison of the sequential and batch filter implementations for the above example follows.

**Sequential filter vs. batch filter: computational expenses**

As can be inferred from Equation (1), the sequential filter needs to keep 3 elements in memory (a current measurement, a previous estimate, and a current value of the weight function) to compute an estimate. The batch filter requires 10 elements in memory (5 measurements and 5 values of the weight function) for the estimate computation formulated by Equation (3). The sequential filter therefore requires less memory.

The sequential filter needs 20 operations (2 additions and 2 multiplications per estimate, where the total number of estimates is 5) to compute the values of all estimates. However, these operations are spread over time and every time an estimate is computed only 4 operations are needed. The batch filter does all the computations at once (cannot spread computations over time) and needs 10 operations to compute an estimate (5 additions and 5 multiplications). Because the sequential filter is capable of spreading computations over time it requires fewer operations per estimate as compared to the batch filter.

**Sequential filter vs. batch filter: signal observability**

To obtain initial insight into the signal observability aspect, a smoothing example is given with measurement set that includes a noise spike. A corresponding measurement set is represented by Figure 3.

As stated above, the sequential filter performs estimations on a sample by sample basis. As a result, sequential filter observation is limited to a measurement with the noise spike and a previous estimate as illustrated by Figure 4. Limited observability of the sequential filter limits the filter’s ability to identify the noise spike and adjust the estimation weight function accordingly. The batch filter observation ability is based on the entire data batch, which improves the noise spike visibility significantly as compared to the sequential filter case.

This example illustrates the signal observability enhancement achieved through the use of batch processing.

**SEQUENTIAL AND BATCH PROCESSING OF GNSS SIGNALS**

The next step is to apply sequential and batch processing concepts discussed in the previous section to the processing of GNSS signals. It is important to point out...
that the consideration provided is independent of the receiver implementation platform (i.e. Field Programmable Gate Array (FPGA), Application Specific Integrated Circuit (ASIC), software receiver, software radio, Digital Signal Processor (DSP)). The choice of the implementation platform is application specific and generally depends on system requirements such as weight, power, cost, processing speed, and user friendliness. The use of a particular implementation platform, however, does not influence performance characteristics of GNSS signal processing. What does influence the signal processing performance is whether the sequential or batch processing approach is used.

**Sequential Acquisition**

Figure 5 shows a generalized structure of the sequential acquisition. The incoming signal code phase and carrier Doppler frequency shift are searched in sequential steps [4]. For each search step, the incoming signal is sequentially correlated with replica signals that are generated by Numerically Controlled Oscillators (NCOs) using values of the code phase and Doppler shift that correspond to the search step. The acquired code phase and carrier Doppler frequency shift are the results of the sequential acquisition search.

![Figure 5. Generalized architecture of sequential acquisition](image1)

**Sequential Tracking**

The acquired code phase and carrier Doppler shift are used to initialize sequential tracking loops. Figure 6 shows a generalized architecture of the sequential tracking stage.

![Figure 6. Generalized architecture of sequential tracking](image2)

**Batch Processing**

Figure 7 shows a generalized architecture of batch processing.

![Figure 7. Generalized architecture of batch processing](image3)
the entire image of the signal by acquiring the signal for every data batch. To do so, the input signal batch is correlated with batches of replica signals that are constructed based on the code and carrier search space. The correlation is a batch-based correlation that uses joint time-frequency domain techniques to allow parallel correlation computations. E.g. the parallel computation of correlation coefficients for all code shifts from the code search space using a direct and inverse Fast Fourier Transform (FFT) [6]. A result of the batch-based correlation is a 3 dimensional (3D) signal image for the current data batch where the image dimensions are code shift, Doppler shift, and signal energy as shown in Figure 7. A batch estimator computes estimates of signal parameters based on a batch of correlator outputs employing parallel estimation techniques to improve the signal observability. Contrary to the sequential closed loop tracking, batch processing maintains an open loop tracking architecture.

Measurement Exploitation for the Batch Processing Approach

To obtain the entire image of the signal for the current data batch, one of the following search options can be used:

- Full search for which there is no measurement feedback.
- Local search where signal parameter estimates from previous batches are used to reduce the search space for the current data batch.

It is important to note that measurements of signal parameters that correspond to different data batches are independent for both the full search and the local search. Different data batches are processed independently from each other thus providing independent measurements if the full search option is chosen. For the local search case, previous estimates are applied to reduce the search space for the current data batch. The estimation of signal parameters for the current data batch is, however, statistically independent from previous estimates. Figure 8 illustrates the use of previous estimates for a code phase estimation example.

A full code search is performed for the first data batch. The first estimate of the code phase is then applied to define the local search space for the second data batch. Thus only the first estimate herein defines the local search space. The code phase estimate for the second data batch is statistically independent from the first estimate. Batch processing thus provides independent measurements at different data batches regardless of the search option used.

FEATURES OF BATCH AND SEQUENTIAL PROCESSING

Batch Processing Features

Main features of the batch processing approach are summarized as follows:

- Improved signal observability as compared to sequential processing;
- Capability of parallel computations;
- Improved tracking robustness as compared to closed loop sequential tracking.

First, examining a batch of data improves the signal observability as compared to signal processing on a sample by sample basis. More specifically, the signal observability is improved by applying parallel estimation techniques such as parallel time domain, frequency-domain, and joint time frequency-domain estimation computations. E.g., a Short-Time Fourier Transform (STFT) can be applied for the estimation of the carrier frequency in high-dynamic environments. In a high dynamic environment at nominal GPS signal strength a
full search is performed on a short sample set (approx. 1 ms) to find an initial estimate of the frequency and code-phase. These estimates are then used to refine the code-rate estimate from a long sample set (approx. 1 second) using a non-linear (median) filter and a least squares estimator. This same sample set is used to estimate the precise frequency as a function of time by applying the STFT to the raw signal for the local search window. Figure 9 shows an example result of this operation for an 8 g acceleration along the line-of-sight.

Why Still Use Sequential Processing?

Having the above powerful features of batch processing why would one still need to use the sequential processing approach? The answer is given by the computational efficiency of sequential processing. Sequential processing allows minimization of memory and computational resources. Contrary to batch processing, it does not require additional computational resources to increase resolution of signal parameters. For instance, in order to decrease the correlator spacing for the GPS CA code from 1 chip to 0.25 chip, a batch processor that performs an FFT-based parallel code search needs to substitute a 1024 point FFT by a 4096 point FFT. In terms of computational resources involved, this substitution is equivalent to using 320 instead of 100 sequential correlators if a floating point FFT is performed. Sequential processing can rely on only 3 correlators (early, prompt, and late) for both the 1 chip and 0.25 chip cases by adjusting the correlator spacing accordingly. As a result, sequential processing is computationally cheaper for high-accuracy, wide-bandwidth tracking.

RECEIVER DESIGN UTILIZING A COMBINATION OF BATCH AND SEQUENTIAL PROCESSING

The above comparison of batch and sequential processing shows that these processing techniques have complementary features. A receiver can therefore be designed utilizing a combination of the batch and sequential processing approaches. Based on the generalized sequential and batch processing architectures discussed earlier, key components of GNSS signal processing include:

- Correlation;
- Measurement computation;
- Measurement exploitation.

Table 1 summarizes realizations of these key components with batch and sequential processing techniques. Correspondingly, the correlation component for a combined batch/sequential correlation applies batch correlation to obtain a coarse image of the entire signal for every data batch (coarse signal zoom), while sequential correlation is used to achieve a fine signal zoom in a computationally efficient manner. The measurement computation component can combine batch-based parallel estimation techniques with time-domain sequential measurement computations. For instance, code phase estimation is significantly less sensitive to high dynamic conditions than estimation of the Doppler shift. A STFT can thus be applied to improve dynamic performance of a carrier estimator while for a code phase estimator it is sufficient to use a sequential discriminator (e.g. early minus late discriminator).
**Table 1. Realization of key processing components using sequential and batch approaches**

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Sequential</th>
<th>Batch</th>
<th>Combination of batch and sequential</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sequential correlation (time-domain)</td>
<td>Batch parallel correlation (joint time-frequency domain)</td>
<td>Batch-based parallel correlation for coarse signal zoom combined with sequential correlation for fine signal zoom.</td>
</tr>
<tr>
<td>Measurement exploitation</td>
<td>Measurement feedback via a closed tracking loop</td>
<td>No feedback; Define local search space</td>
<td>Batch-based measurements aid sequential correlators via: a) multiple passes through the same data batch or b) feed-forward aiding.</td>
</tr>
</tbody>
</table>

The measurement exploitation component employs results of the batch-based correlation that provide a coarse signal localization, to aid sequential correlators. Here, sequential correlation can be either applied to the same batch of data (multiple passes through the same data batch) or the results of the batch-based correlation for the current data batch can be used to set up sequential correlators for the next batch of data (feed-forward aiding).

Figure 10 exemplifies the use of combined batch and sequential processing for tracking of the GPS Link 1 (L1) CA code signal. The combined batch/sequential architecture shown herein does not take into account the presence of navigation data bits. Consideration of the data-less case allows for a demonstration of the main features of combined batch/sequential tracking without obscuring this conceptual illustration by additional details. The use of combined batch/sequential tracking can be extended for a more general case where navigation data bits are taken into account.

**Figure 10. Combined use of sequential and batch processing for GPS L1 CA code and carrier phase tracking**

As represented by Figure 10, batch processing is used for the coarse signal localization. The frequency is localized within a bin of a frequency search space via a time-domain frequency search. The code phase is localized within a CA code chip through a parallel time-frequency domain code search that is based on 1024-point direct and inverse FFTs. Note that for those cases where the batch duration exceeds 1 ms (CA code period) the parallel code search requires the use of batch addition techniques (as described e.g. in [5]). Results of the coarse code and carrier localization (\(\tau_{\text{acq}}\) and \(f_{\text{acq}}\), correspondingly) are handled to sequential correlators that perform a fine signal zoom by using early, prompt, and late correlation to achieve a fine code zoom and in-phase and quadrature correlation for a fine carrier zoom.

Early (E), prompt (P), and late (L) replica code samples are constructed as follows for the sequential correlation:

\[
PRN_{E,P,L}(t_n) = PRN(t_n - \tau_{\text{acq}} - \tau_{E,P,L})
\]  

(4)
where:

PRN is the CA-code pseudo-random noise for the satellite being tracked;

\[ \Delta \tau_E = -\Delta \tau, \Delta \tau_p = 0, \Delta \tau_L = \Delta \tau; \] and \( \Delta \tau \) is the CA code correlator spacing;

\[ t_n = n \cdot \Delta t; \] \( n \) is the number of a signal samples within the current data batch; and \( \Delta t \) is the time interval between GPS signal samples.

Equation (5) is applied to compute samples of inphase replica carrier (SIN) and quadrature replica carrier (COS):

\[ \begin{align*}
\text{SIN}(t_n) &= \sin(2\pi \cdot (f_{IF} + f_{acq}) \cdot t_n + \varphi_{frac_{-1}}) \\
\text{COS}(t_n) &= \cos(2\pi \cdot (f_{IF} + f_{acq}) \cdot t_n + \varphi_{frac_{-1}})
\end{align*} \tag{5} \]

where:

- \( f_{IF} \) is the down-conversion frequency;
- \( \varphi_{frac_{-1}} \) is the fractional carrier phase estimated for the previous data batch that is used herein to maintain consistency of carrier phase tracking.

Signal accumulation over the duration of a data batch is performed as formulated by Equation (6):

\[ \begin{align*}
I_{E,P,L} &= \sum_{n=1}^{N_{\text{batch}}} s(t_n) \cdot \text{SIN}(t_n) \cdot \text{PRN}_{E,P,L}(t_n) \\
Q_{E,P,L} &= \sum_{n=1}^{N_{\text{batch}}} s(t_n) \cdot \text{COS}(t_n) \cdot \text{PRN}_{E,P,L}(t_n)
\end{align*} \tag{6} \]

where:

- \( s \) is a down-sampled incoming GPS signal;
- \( N_{\text{batch}} \) is the total number of signal samples within the data batch.

Equation (7) is applied to estimate the code phase (\( \hat{\tau}, \text{fine code zoom} \)):

\[ \begin{align*}
\hat{\tau} &= \tau_{\text{acq}} + \frac{R_L - R_E}{R_L + R_E} \cdot T_{\text{chip}} \\
R_{E,L} &= \sqrt{1_{E,L}^2 + Q_{E,L}^2}
\end{align*} \tag{7} \]

where

- \( T_{\text{chip}} \) is the CA code ship length.

The accumulated Doppler for the current data batch (\( \hat{\varphi}_{\text{acm}}, \text{fine carrier zoom} \)) is estimated as follows. A temporary carrier phase value (\( \hat{\varphi}_{\text{temp}} \)) is first computed:

\[ \begin{align*}
\delta \varphi &= \arctan(Q_P, I_P) \\
\hat{\varphi}_{\text{temp}} &= \varphi_{frac_{-1}} + \delta \varphi + 2\pi \cdot f_{acq} \cdot N_{\text{acm}} \cdot \Delta t
\end{align*} \tag{8} \]

where:

\( \arctan(Q_P, I_P) \) is a 4-quadrant arctangent function illustrated by Figure 11.

**Figure 11. 4-quadrant arctangent function**

The fractional carrier phase estimate (\( \varphi_{frac} \)) and the integer number of accumulated carrier cycles (\( N_{\varphi} \)) are then updated:

\[ \hat{\varphi}_{\text{frac}} = \text{fractional part of } \hat{\varphi}_{\text{temp}} \\
N_{\varphi} = N_{\varphi_{-1}} + \text{whole part of } \hat{\varphi}_{\text{temp}} \tag{9} \]

Finally, the accumulated Doppler estimate is computed as follows:

\[ \hat{\varphi}_{\text{acm}} = 2\pi \cdot N_{\varphi} + \hat{\varphi}_{\text{frac}} \tag{10} \]

**CASE STUDY: DEEP GPS/INS INTEGRATION**

This section uses deep GPS/INS integration [12] as a case study to demonstrate advantages of using batch processing techniques over implementations that are restricted to sequential tracking. The deep integration combines GPS and inertial data at the earliest data processing stage possible by integrating GPS signal samples with measurements from an Inertial Measurement Unit (IMU). The goal of the deep integration is to significantly increase the signal integration time as compared to an unaided GPS receiver. It is important to mention that implementation of a deeply integrated GPS/INS system is primarily defined by a deep integration mode chosen. There are four integration modes possible:

- Deep integration for the code phase tracking only;
- Deep integration for the code phase and carrier frequency tracking with known navigation data bits;
- Deep integration for the code phase and carrier phase tracking with known navigation data bits;
- Deep integration for the code phase and carrier phase tracking with navigation data bit recovery.

The above modes are listed in ascending order of the implementation complexity. Particularly, the deep integration for the code phase tracking only is the least complex of the possible integration modes. This deep
Sequence Deep Integration

Figure 12 shows a deep GPS/INS integration scheme that relies on sequential tracking.

Accordingly, inertially aided signal integration is comprised of the correlation integration followed by the loop filter averaging. The correlation step needs to pull the signal out of the noise floor with the additional smoothing performed by the loop filter. A 0.1-s correlation interval is required to achieve a 17 dB increase in the GPS tracking margin. This correlation interval exceeds a 20-ms duration of navigation data bits, which makes impossible the data bit recovery for the sequential approach. The loop filter needs to average correlator outputs over a 1 s interval.

Limitations of the sequential approach for the deep integration are primarily imposed by extremely tight pull-in ranges of sequential tracking loops. Figure 13 illustrates pull-in ranges of the sequential deep integration.

A pull-in range of the code phase tracking loop is determined by the code correlator spacing. For instance, the pull-in range is 0.25 chip for the case where a 0.5 chip code correlator spacing is used. A pull-in range of the carrier phase tracking loop is inversely proportional to the correlation interval and is equal to 2.5 Hz for a 0.1-s correlation. The inertial aiding accuracy within 5 cm/s is required to aid the carrier phase loop filter over 1-s averaging intervals.

As stated previously, extremely tight pull-in ranges of sequential tracking loops significantly limit capabilities of sequential tracking. Figure 14 shows a tracking state graph for the deep GPS/INS integration based on sequential tracking.

A high CNR signal is required for the system initialization in order to limit uncertainties of signal parameters to pull-in ranges of sequential tracking loops. Once in the low CNR tracking state, if the signal is temporarily lost due to e.g. a CNR drop, the tracking status can be recovered through a dynamically aided sequential re-acquisition only. The sequential re-acquisition needs to get the signal back into the tight pull-in ranges of

---

**Figure 12.** Deep GPS/INS integration utilizing the sequential tracking approach

**Figure 13.** Pull-in ranges of sequential tracking loops for deep GPS/INS integration

**Figure 14.** Tracking state graph for the deep GPS/INS integration utilizing sequential tracking
sequential tracking loops, which is challenging. E.g., code phase can jump over a few code chips due to switching between a multipath and a direct signal for indoor tracking scenarios. As a result, sequential search can miss the signal. Another example is unreliability of sequential search for those cases where low-cost inertial measurements are used and a significant carrier frequency drift (on the order of 2 Hz/s if GPS updates are unavailable for more than 10 s) is thus present.

**Batch Deep Integration**

Figure 15 represents a deeply integrated GPS/INS system that is based on the batch tracking approach.

The signal is integrated over 1 s using inertially-aided correlators. No knowledge of navigation data bits is required if the signal integration is augmented by a batch-based bit estimation algorithm, which employs a time-domain parallel search for the bit combination that maximizes the signal energy over the integration interval [10]. Tracking pull-in ranges are defined by the local search space as illustrated in Figure 16. The full code search is performed, so no a priori knowledge of the code phase is therefore required. Frequency search space can be in the range from 10 Hz (which is currently feasible in real-time for satellite constellations that include 6 satellites or fewer as it can be inferred from real-time performance figures given in [14]) to the full frequency search within a 10-kHz search space.

**Figure 16. Pull-in ranges for the batch-based deep GPS/INS integration**

Inertial drift needs to be maintained within a 5 cm/s boundary to aid 1-s signal integration for the carrier phase tracking for the case where navigation data bits are known. If the navigation data bits are unknown and the batch-based deep integration performs the data bit recovery, the maximum allowable inertial drift is reduced to a 1 cm/s level in order to maintain sign consistency of bit sequences estimated by the batch-based algorithm introduced in [10].

Figure 17 shows a tracking state graph for the batch deep integration.
A high CNR signal can be used for the system initialization in order to reduce the size of the local search space. The use of a high CNR signal is, however, not required. The batch processing based deeply integrated GPS/INS can start in the low CNR tracking state if a sufficient size of the local search space is used. Since the batch processor always computes the entire signal image, the tracking status can be immediately recovered after a temporary signal loss as illustrated in Figure 17.

**Flight Test Results: Sequential vs. Batch Deep Integration**

Flight test results are presented below to demonstrate benefits of using batch processing techniques for the deep GPS/INS integration. The code and carrier phase tracking with navigation data bit recovery is implemented for the deep integration mode. A low-cost AGNC coremicro® IMU [15] provides inertial measurements. Figure 18 shows a flight test trajectory that incorporates significant motion dynamic including a 90-deg turn.

**Figure 18. Flight test trajectory**

Figure 19 through Figure 21 exemplify flight test results for the sequential and batch deep integration approaches.

**Figure 19. Sequential tracking: Carrier phase tracking performance for SV 30 (CNR range is [23, 26] dB-Hz)**

**Figure 20. Sequential tracking: Carrier phase tracking performance for SV 30 (CNR range is [21, 24] dB-Hz)**

The results presented demonstrate that the sequential tracking approach maintains continuous carrier phase tracking for the case where the CNR stays in the range from 23 to 26 dB-Hz. Sequential tracking is however not reliable if the CNR is reduced to the 21 dB-Hz level: half a cycle slips is present in the carrier phase error plot represented by Figure 20. Batch processing maintains consistent carrier phase tracking without the knowledge of navigation data bits for the CNR in the range from 15 to 18 dB-Hz as shown in Figure 21. Flight test results shown thus demonstrate that batch processing improves the tracking margin of deep integration by 8 dB as compared to sequential processing.

**CONCLUSIONS**

This paper demonstrates that in order to optimize performance characteristics of GNSS signal processing the receiver design needs to be considered not in terms of its implementation platform (i.e. FPGA, ASIC, software receiver, software radio, DSP) but in terms of batch vs. sequential processing strategies. Advantages of signal processing architectures that utilize batch techniques over
receiver design implementations restricted to sequential tracking include improved signal observability and tracking robustness. For practical application areas, advantages of batch processing are shown using deep GPS/INS integration as a case study. Particularly, flight test results presented demonstrate that batch processing increases the GPS tracking margin by 8 dB as compared to the sequential processing approach.
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